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Exercise 1 If the probability distribution of a non-negative discrete random variable X is memoryless,
show that X ~ Geometric(p) for some p € [0, 1].

Solution Set P(X =1)=p € [0,1] and ¢ = 1 — p. Now, the memorylessness of X means that for all
m,n € Ny,

P(X >m+n|X >n)=P(X >m), P(X>m+n)=P(X >m)P(X >n).

We claim that
P(X >n)=q¢"

for all n € N. First, note that
1=P(X>0|X>0)=P(X >0), P(X=0)=1-P(X >0) =0,

" PX>1)=1-(P(X=0)+P(X=1)=1-p=d',

which establishes our base case. Now, if P(X > k) = ¢* for some k > 1, then
P(X>k+1)=P(X >k)P(X>1)=¢" q=¢"",
which establishes P(X > n) = ¢" by induction. Now,
P(X=n)=P(X>n—-1)-P(X>n)=¢""'—¢"=(1-q)¢" " =pg""}

which means that X ~ Geometric(p) as desired.

Exercise 2 If the probability distribution of a non-negative continuous random variable X is memo-
ryless, show that X ~ Exponential(\) for some A > 0.

Solution Choose A > 0 such that P(X > 1) = e~ < 1. The memorylessness of X means that for all
s,t >0,
P(X>s+t|X>t)=P(X >s), P(X >s+t)=P(X >s)P(X >t).

We claim that the cumulative distribution function of X must be of the form
P(X >s)=e 7.

First, note that P(X > 0) = P(X > 0) = 1 from the non-negativity of X. Also, P(X > 1) = e~*. To
show this holds for all natural numbers, suppose that P(X > k) = e~** for some k € N. Then,

P(X>k41)=P(X >k)P(X >1)=e . = ¢ kD)
which establishes P(X > n) = e~*" for all n € Ny. Now, for any real number z and m € N, note that
P(X>mx)=P(X >z)-P(X>(m—-1)z)=---=[P(X >2x)|".

This means that for any rational p/q where p, ¢ € N, we have

P(X >p)=[P(X >p/q)]!,  P(X >p/q)=[P(X >p)]/? = [e#]"/4 = ¢=¥/1,



so P(X > r) = e~ for all positive rationals » € Q4. Now, the rationals are dense in the reals
and the cumulative distribution function of a continuous random variable is continuous (hence so is
P(X >z)=1- P(X <z)). This means that we can find a sequence of rationals r,, — x, so

P(X >zx)= hm P(X >r,) = lim e ™ =727,

n—00

Thus, P(X > x) = e~** for all non-negative real numbers z € R, . Furthermore, note that
PX<z)=1-¢" / e M dt = / e M u(t) dt,

where u(t) is the step function which assumes the value 0 for all z < 0 and 1 for all z > 0. Thus, we
have found a probability density function

fx(z) = re P u(z),

which is precisely that of an exponential distribution. Hence, X ~ Exponential(\). Finally, we eliminate
A = 0 since that gives an identically zero probability density function.

Exercise 3 Let X be a random variable. Find F[X] in each of the following cases.

(a) X ~ Geometric(p).
(b) X ~ Poisson(A).

(¢) X ~ Exponential(}).
(d) X ~ Pascal(n,p).

Solution We state and prove the following lemma.

Lemma. If X is a non-negative discrete random variable with finite expectation, then

X] = i P(X >n).
n=0

Proof. Note that
PX>n—-1)=PX =n)+P(X >n).

Thus,
X] :inP(X:n):in[P(X>n71)fP(X>n)] :inP(X>n71)—§:nP(X>n).
n=1 n=1 n=1 n=1
Reshuffling indices,
E[X]:i(n+1)P(X>n)—§:nP(X>n) P(X >0) in—i—l—n P(X >n),
n=0 n=1 n=1

which gives

(a) We have the probability mass function
P(X =n)=pg"~",

where qg=1—pand n=1,2,.... Now,

P(X >n) qu 1: ”-L:q".

k=n-+1 1- p
Thus,
EX]=) P(X>n)=) ¢"=——=-
n=0 n=0 1- q p

Note that p > 0.



(b) We have the probability mass function

Now,

n! (n—1)!

n=1

e, A e AT s
E[X}—Zn- e = de Ae et = A
n=1

(c) We have the probability density function

fx(z) = Xe 2.

E[X]:/O xfx(x)da::/o )\J:e_’\xdx:—%+/o e_’\xdxzxe_’\mo =T

(d) We have the probability mass function
k—1
P(X =k)= A
( ) (n 3 1>p q

where ¢ = 1 — p and k > n. Now, note that X ~ Pascal(n, p) represents the number of Bernoulli
trials required for getting n successes. If X; ~ Geometric(p), then each X; denotes the number of
Bernoulli trials until 1 success. Thus, we can write

X=X1+Xo+ -+ Xy,

since the total number of trials must add up. The set of X; contains identical and independent
random variables. Using linearity of expectation (shown in the next problem),

n

n
E[X] =Y E[X)] = -.
k=1 p
Exercise 4
(a) Let Xy, X5,..., X, berandom variables which are all defined on the same sample space €2, each of

which has finite expectation. Show that
Ela1 X1+ -+ apXp] = a1 E[Xq] + - + an E[X,)]

for all ay,as,...,a, € R.

(b) Deduce the expectation value of a Binomial random variable from the expectation of a Bernoulli
random variable.

Solution

(a) First, let X; be discrete random variables. Now, for discrete variables X and Y and a € R,

ElaX] = Z(ax) PaX =az) = aZxP(X =) = aE[X],

€T

and

EIX+Y]=) (z+y)P(X =2,Y =y)

.y
= ZmP(X:x,Y:y)+ZyP(X =z,Y =y)
xy zy

=Y aP(X

— E[X] + E[Y].



We have used the fact that
Z:UP(X::L’,Y:y) :ZxZP(X:x,Y:y) :ZxP(X =z).
Ty z Yy

Using these two rules finitely many times, we have

E[ale +0J2X2+' . +aan] = alE[X1]+E[a2X2+~ . +aan] == 0,1E[X1]+* . +anE[Xn]

Now, let X; be continuous random variables. Again,
ElaX] = / az fx(x) dr = aE[X].
R
Also,

E[X +Y] = //R (@ + ) fxy (2,y) de dy

- //R2 z fxy(z,y) de dy—ﬁ-//Rzny,y(m,y) dy dz
:/:cfx(a:) dm—|—/yfy(y) dy
R R
= E[X] + E[Y].
Here, we have used
/fo,y(x,y) dy = fx(z).

Like before, we use these two rules finitely many times to get

Ela1 X1+ aXo+ -+ apn Xy = = E[X1] 4+ - + an E[X,).

Note that if X ~ Binomial(n,p), we can write it as the sum of X; ~ Bernoulli(p) as
X=X+ +X,.
The expectation of a Bernoulli random variable is
EX]=0-(1-p)+1-p=p.

Thus, linearity of expectation gives the expectation of the Binomial random variable as

n

E[X] = E[Xs] = np.
k=1



