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Exercise 1 Toss a coin a hundred times and write down the outcomes sequentially.

Solution Tails, Tails, Heads, Tails, Heads, Tails, Tails, Tails, Tails, Tails, Heads, Heads, Heads, Heads,
Tails, Heads, Tails, Heads, Tails, Heads, Heads, Tails, Tails, Tails, Tails, Tails, Heads, Tails, Heads, Tails,
Tails, Tails, Heads, Tails, Heads, Heads, Tails, Heads, Heads, Tails, Tails, Tails, Heads, Heads, Heads,
Tails, Tails, Tails, Heads, Heads, Tails, Tails, Heads, Heads, Tails, Tails, Heads, Heads, Heads, Tails,
Tails, Heads, Heads, Heads, Tails, Tails, Heads, Heads, Heads, Tails, Heads, Tails, Tails, Heads, Heads,
Tails, Tails, Tails, Tails, Heads, Tails, Tails, Tails, Tails, Tails, Tails, Tails, Heads, Tails, Heads, Heads,
Tails, Heads, Tails, Heads, Tails, Heads, Heads, Tails, Tails.
Exercise 2 Let (Q,&, P) be a probability space. Let A, B € £. Show that

(a) P(BNA°) =P(B)— P(BnA).

(b) P(AUB) = P(A)+ P(B)— P(AN B).

(¢) If AC B, then P(A) < P(B).

Solution Here, we denote X = Q\ X. We first note that for any A € &, the complement A° € &.
Also, AN A° =0 and AU A° = Q. Thus, the probability of the countable union can be broken as

P(Q)=P(AUA°) = P(A) + P(A°).
Since P(Q2) = 1, we have P(A°) =1 — P(A).

Also, since £ is closed under countable unions as well as complements, we use de Morgan’s Laws to
conclude that if A, B € £, then A°UB¢=(ANB) €&, so ANBeE.

(a) Note that
(BNAYN(BNA)=BNBNA°“NA=Bn0=10,

which means that BN A¢ and BN A are disjoint. Also,
(BNAY)U(BNA)=BN(A°UA)=BNQ=B08.
Thus, the probability of the union must be the sum of the individual probabilities, so
P(BNnA°)+ P(BNA)=P(B),
as desired.

(b) Note that
(ANnB)N(A\B)=(ANnB)N (AN B°) =0,

=0
(ANB)N(B\A)=(ANnB)N(BNA°) =0,
(A\B)N(B\A)=(ANB°)N(BNA°) =0,
This means that the sets AN B, A\ B and B\ A are pairwise disjoint. Also, note that
A=ANQ=AN(BUB)=(ANB)U(ANB°)=(ANnB)U(A\ B),

B=BNQ=BN(AUA°) =(BNA)U(BNA® =(ANB)U(B\ A).



Additionally,
(ANB)U(A\B)U(B\A)=AU(B\A)=AU(BNA°)=(AUB)N(AUA°)=AUB.
Thus, we can write

P(A)+ P(B) = [P(ANB)+ P(A\ B)]+ [P(ANB) + P(B\ 4)]
P(ANB)+ P((ANB)U(A\ B)U(B\ A))
= P(ANB)+ P(AUB),

as desired.

(¢) T AC B,weset C =B\ A=DBnA°e&. Also note that BN A = A, so part (a) gives
P(C)=P(B)—P(BNA)=P(B)-P(A).

On the other hand, C' € £ which means that P(C') > 0. This directly gives P(B) > P(A), as
desired.

Exercise 3 Let €2 be a countably infinite sample space of a random experiment, none of whose outcomes
are expected to occur in preference to the others. Justify whether the set of events £ can be identical
with 29 for such a random experiment.

Solution We cannot have £ = 2. We have been given that none of the outcomes n € Q occur in
preference to another. This means that we can write P({n}) = z, for some = € R. Now, note that

U {n} =Q.

neQ

This is a countable union because € is countably infinite, so we can write

P(Q) = Z x.

ne)

The right hand side is an infinite sum with constant terms. If x = 0, then the sum evaluates to
0, otherwise the sum diverges and cannot be assigned any meaningful value. On the other hand, we
demand P(€)) = 1, which is a contradiction.

Exercise 4 To the choice of each n € N, could you assign a probability P(n) > 0 such that the following
conditions hold?

(a) P(m) # P(n) for all m,n € N, m # n.

(b) The probability of choosing an odd positive integer is the same as the probability of choosing an
even positive integer.

Solution We assign the probabilities

1 3 1

where k € N. Note that this covers all n € N, where each n is either even or odd. Odd n can be uniquely
written as n = 2k — 1 and even n can be uniquely written as n = 2k.

Now, pick m,n € N, m # n. If both are odd, say m = 2k — 1 and n = 2¢ — 1, then
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forces k = ¢, hence m = n. If both are even, say m = 2k and n = 2/, then
1 3 1

k _ 44
4k T 2 4l 4=

N W



also forces k = £, hence m = n. If one of them is even and the other odd, without loss of generality let
m = 2k — 1 be odd and n = 2¢ be even. Then,

]‘ . § ]‘ 3k:+1 — 22£+1
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can only happen if £k +1 =2/ + 1 = 0 since 2 and 3 are prime. This forces k¥ = —1, which is absurd.
Thus, we obtain contradictions in all cases, which means that P(m) # P(n) for any m # n.

Also note that each of the events {m} and {n} are pairwise disjoint, so the probability of their countable
union is the sum of their individual probabilities. Thus,

P(nis odd) = P({1,3,5,...})
P{1})+ P({3})+ P({5}) + ...

=1
P

w

P(n is even) = P({2,4,6,...})
S

This means that P(N) = P({1,3,5,...} U{2,4,6,...}) =1/2+1/2 =1, as desired.



