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A square, n × n real matrix A is such that AA> is diagonal, with each diagonal entry non-zero. Show
that the rows of A are orthogonal. Is it true that the columns are orthogonal?

Solution Let A ∈ Mn(R) be enumerated as

A =


a11 a12 · · · a1n
a21 a22 · · · a2n
...

...
. . .

...
an1 an2 · · · ann

 =


v1

v2

...
vn

 =
[
w1 w2 · · · wn

]
.

Here, the rows of A are the row vectors vi ∈ Rn and the columns of A are the column vectors wi ∈ Rn.

Recall that the standard inner product for row vectors in Rn is defined as

〈·, ·〉 : Rn × Rn → R, 〈x, y〉 = xy>.

In other words,

〈x, y〉 =

n∑
i=1

xiyi.

We say that the row vectors x,y ∈ Rn are orthogonal if 〈x, y〉 = 0.

Lemma 1. For a row vector x ∈ Rn, 〈x, x〉 = 0 if and only if x = 0.

Proof. Note that the components xi ∈ R, so we can write

〈x, x〉 =
n∑

n=1

xixi = x2
1 + x2

2 + · · ·+ x2
n ≥ x2

j ,

for all j = 1, 2, . . . , n. If 〈x, x〉 = 0, then we have 0 ≥ x2
j , which forces xj = 0. Hence, x = 0.

Conversely, if x = 0, we clearly see that 〈x, x〉 =
∑

i x
2
i = 0.

To relate the elements of the matrix product with the inner products of the rows and columns, we make
use of the following lemma.

Lemma 2. Let P ∈ Mm×n(R) and Q ∈ Mn×l(R). Then, the i, jth element of the product PQ is given
by

[PQ]ij = 〈pi, q
>
j 〉,

where pi ∈ Rn is the ith row of P , and qj ∈ Rn is the jth column of Q.

Proof. This is purely computational, from the definition of matrix multiplication.

[PQ]ij =

n∑
k=1

pikqkj = piqj = pi(q
>
j )

> = 〈pi, q
>
j 〉.

With this, we prove the desired statement. Let AA> be diagonal, where for non-zero scalars λi ∈ R, we
have

[AA>]ij = λiδij .

This means that the i, jth element of the product AA> is zero precisely when i 6= j. However, note that
the jth column of A> is the jth row of A. Thus, we have

[AA>]ij = viv
>
j = 〈vi, vj〉.
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This gives 〈vi, vj〉 = λiδij , i.e. 〈vi, vj〉 = 0 if and only if i 6= j. In other words, vi and vj are orthogonal
when i 6= j and each vi is non-zero. Thus, the rows of A are orthogonal.

The columns of A satisfying AA> need not be orthogonal. We supply the following counterexample.

A =

[
1 −1
2 2

]
.

Note that the rows are orthogonal because

AA> =

[
1 −1
2 2

] [
1 2
−1 2

]
=

[
2 0
0 8

]
However, the inner product of the two columns is[

1
2

]> [
−1
2

]
= 1(−1) + 2(2) = 3 6= 0.

The standard inner product for two column vectors x,y ∈ Rn has been defined as x>y =
∑

i xiyi.
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